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Abstract

The idea in this paper was conceived in 2003 when severe floods in Kent, England, triggered many insurance companies declared large residential areas in the region as uninsurable zone. For the individual household actors in the economy, this is a classic example of market breakdown. Here, we show one way to price flood insurance that is consistent with pricing theory that is fundamental in Finance. In this framework, market is complete in which a pricing kernel exists. With the assumption that floods can be modelled using rainfall data, prices of flood insurance cover can be priced as options on a transformed gamma distribution. The resulting pricing formulae is closed form and preference free. To make our pricing framework market consistent, an asset specific pricing kernel can be inferred from prices of insurance contracts of household in other part of the country. Using rainfall precipitation data for England and Wales from 1766 to 2007, collected from UK Met Office, we demonstrate the flexibility of the transformed gamma option pricing model in pricing different types of flood driven payoff functions.
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Securitisation and Pricing of Flood Insurance: 
A market consistent approach

I Introduction

The gamma distributions, has been used in hydrology for modelling natural extreme events such as flood, rain and wind (e.g. See Stern and Coe (1984), Loukas, Vasiliades, Dalezios and Domenikiotis (2001), Yue, Ourada, and Bobee (2001) and Sharda and Das (2005)). Option pricing formulae based on the this type of distution could help to encourage the securitization of financial costs related to these natural phenomena as part of a wider risk sharing mechanism. In this paper, we derive preference free European option pricing formulae for the gamma class of distributions. The gamma distribution can deliver several other distributions, either as a special or limiting case, or through a simple transformation. Among others, distributions that are associated with the gamma distribution include the exponential distribution, the normal distribution and the family of extreme-value distributions, viz. Pareto, Weibull and Gumbel distributions.

In our models, we assume that the underlying has a transformed gamma distribution. Different risk preferences are obtained depending on the wealth distributions. The pricing kernel and asset specific pricing kernel proposed are obtained from the general equilibrium argument as in Brennan (1979). In particular, this paper follows closely the approach used in Camara (2003) for deriving option pricing formulae based on transformed normal distributions. For each of the option pricing formulae that we derived, we establish, in the first instance, the existence of a risk neutral valuation relationship (RNVR) between the underlying and the option price. Option prices derived under this RNVR framework are preference free. That is, the investor’s risk aversion parameter does not appear in the option pricing formulae. Also, the market does not have to be dynamically complete. This allows us to produce prices for derivatives even in cases where the derivatives and the underlyings are illiquid or not traded. This is the key feature that motivates Brennan (1979) who notes that bankruptcy costs, tax liability and the opportunity to invest are examples of contingent claims that are not traded.
The gamma class of distributions has been used in option pricing applications before (e.g. Heston (1993), Gerber and Shiu (1994), Lane and Movchan (1999), Savickas (2002), Schroder (2004)). But the model presented here differs from these for at least one of the following reasons: (i) It is based on a monotonic transformation of the gamma distributions, the transformed gamma, which includes several other well known distributions; (ii) It explicitly shows, by construction, that it is possible to achieve a risk neutral valuation relationship in an economy with transformed gamma asset distributions. Risk neutrality is attained by equilibrium arguments rather than by assuming that investors are risk neutral; (iii) It shows the link between the primitives of the economy and the asset specific pricing kernel.

The remainder of this paper is organized as follows: in Section II the economy is introduced. Section III presents the assumptions on distributions and preferences. Section IV defines the pricing kernel and the asset specific pricing kernel. In Section V, the basic framework for pricing European-style options is introduced and several new pricing formulae, all related to the gamma class of distributions, are derived. In Section VI, we show how the log-gamma pricing formula can be used to price cash flows that are function of rainfall data using monthly rainfall data in England and Wales for the period 1766 to 2007. Section VII concludes.

II The Basic Set Up

In this framework, the market is complete with a Pareto-optimal allocation. The representative investor who maximizes his expected utility of end of period wealth, $W_T$, according to

\[
\max_a E^P [U (W_T)] \, ,
\]

\[
W_T = W \exp (rT) + \sum_{j=1}^{N} a_j (S_{T,j} - F_j) \, ,
\]

where $W$ is the initial wealth, $S_{T,j}$ is the price of the risky asset $j$ at time $T$, $F_j$ is the forward price, $r$ is the risk free rate, $a_j$ is the number of units of the risky asset $j$ purchased, and the superscript $P$ of $E (\cdot)$ means that the expectation is taken with respect to the actual probability measure.

---

$^1$The existence of a representative agent is ensured by a Pareto-optimum market. See (Huang and Litzenberger (1988), Ch. 5).
Considering a risk-averse investor (i.e. $U''(W_T) < 0$), the problem is solved by satisfying the first order condition for a maximum. Dropping the subscript $j$, the initial price of any asset in this economy is given by:

$$F = \frac{EP[U'(W_T)S_T]}{EP[U'(W_T)]} = EP[\phi(W_T)S_T],$$

where

$$\phi(W_T) = \frac{U'(W_T)}{EP[U'(W_T)]}$$

is defined as the pricing kernel. Note that, for a complete market set up, this pricing kernel is unique.

Conditioning $\phi(W_T)$ in equation (4) with respect to the risky asset leads to the asset specific pricing kernel,

$$\psi(S_T) = EP[\phi(W_T) | S_T],$$

which is also known as the conditional expected relative marginal utility function. Equation (5) is the projection of the pricing kernel, given by equation (4), onto the space of $S_T$.

Thus, equation (3) can be rewritten as

$$F = EP[\psi(S_T)S_T],$$

which is known as the basic valuation equation, and can be used to price the risky asset $S_T$ and any contracts or derivative securities written on $S_T$.

---

2 A risk-averse agent is the one who “starting from a position of certainty, is unwilling to take a bet which is actuarially fair (a fortiori, he is unwilling to take a bet which is actuarially unfair to him)” (Arrow (1974), p. 90).

3 For simplicity, drop the subscript $j$. The first order condition for a maximum is given by $EP[U'(W_T)(S_T - F)] = 0$, where $U''(W_T)$ is the marginal utility function defined over the terminal wealth. Solving for $F$ yields equation (3). A detailed derivation is presented in chapter 5 of Huang and Litzenberger (1988) and chapter 1 of Poon and Stapleton (2005).

4 Brennan (1979) calls it “the relative marginal utility of wealth of the representative investor”.

---
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III Distributions and Preferences

The distributional form of both the wealth and the price of the risky asset play a fundamental role in the pricing framework described in the previous section. In this section we introduce the distributional assumptions that underlie this study. Specifically, we present the gamma distribution and define the transformed gamma distribution.

A The Gamma Distribution

The gamma density is defined as

\[ f(x) = \frac{a^p}{\Gamma(p)} x^{p-1} e^{-ax}, \tag{7} \]

where \( p, a > 0 \), \( 0 \leq x < \infty \), and \( \Gamma(\cdot) \) is the gamma function

\[ \Gamma(p) = \int_0^\infty z^{p-1} e^{-z} dz. \tag{8} \]

Note that, similar to the lognormal distribution, the gamma distribution is restricted to positive values of \( x \) only. The probability of \( x \) being less than \( X \) is given by the gamma probability distribution function \( G(X, p) \equiv \Gamma(X, p) / \Gamma(p) \), where \( \Gamma(\cdot, \cdot) \) is the incomplete gamma function

\[ \Gamma(X, p) = \int_0^X x^{p-1} e^{-x} dx. \]

The gamma distribution is commonly used in hydrology research and in the analysis of survival data. For \( p = 1 \), equation (7) becomes an exponential density. If \( p \) is an integer, equation (7) becomes an Erlang distribution. For \( p = v/2 \) and \( a = 1/2 \), equation (7) becomes a chi-squared distribution with \( v \) degrees of freedom. As \( p \to \infty \) the gamma distribution converges to the normal distribution.

The shape of the gamma distribution for \( a = 1 \) and for different values of \( p \) is presented in Figure 1. It is possible to see that for small values of \( p \) the distribution is highly skewed, but as \( p \) increases the distribution becomes more symmetrical. Two special cases presented in Figure 1 are \( p = 1 \) (the exponential distribution) and
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$p$ integer (the Erlang distribution). Note that the exponential distribution is also a special case of the Erlang distribution.

Define $h(z)$ to be some transformation of $z$. If $x$ in $h(z) = ax$ has a gamma density according to equation (7) and $h(\cdot)$ is a monotonic differentiable function then the density of $z$ is given by

$$f(z) = \frac{1}{\Gamma(p)} |h'(z)| h(z)^{p-1} e^{-h(z)},$$

where $h'(z)$ is the first derivative of $h(z)$. Here $h(z)$ is gamma distributed and $f(z)$ is a transformed gamma density.

For $p = 1$, the transformed gamma distribution nests several important distributions. For example, if $h(z) = \exp(z)$, then equation (9) becomes the standard Gumbel density.\(^5\) The Gumbel distribution has been used to model floods, earthquakes, athletic fastest records and maximal such as the hottest day, the wettest month etc. A typical shape of the Gumbel distribution is presented in Figure 2.

\(^5\)The Gumbel is Type I of the three classes of extreme value distributions. It corresponds to logarithmic transformations of Type II (Frechet) and Type III (Weibull) extreme value distributions.
If $p = 1$ and $h(z) = z^b$, then equation (9) becomes a Weibull distribution. The shape of the Weibull distribution for different values of $b$ is presented in Figure 3. Note that when $b = 1$ the Weibull distribution collapses into the exponential distribution.

Also for $p = 1$, amongst other possibilities, if $h(z) = z^2/2$, equation (9) becomes a Rayleigh distribution. If $h(z) = b \ln(z)$, equation (9) becomes a Pareto distribution.

### B The Gamma Bivariate Density

In contrast to the normal distribution, which has only one specification for the bivariate density function, the gamma distribution has several depending on the method used to construct these bivariate gamma distributions.\(^6\) In this paper, it is assumed that the joint distribution is represented by the Mckay (1934) bivariate gamma density presented in the following definition.\(^7\)

**Definition 1 (The bivariate gamma density)** Let the random variables $x$ and $y$ have


\(^7\)The Mckay bivariate gamma density is chosen because it has a simple representation, involving only one additional parameter.
the joint density

\[ f(x, y; p, q, a) = \frac{a^{p+q}}{\Gamma(p) \Gamma(q)} x^{p-1} (y - x)^{q-1} e^{-ay}, \]

where

\[ a^2 = \frac{p}{\sigma_{x,y}}, \]

\[ \rho_{x,y} = \sqrt{\frac{p}{p + q}}. \]

for \( y > x > 0 \), and \( a, p, q > 0 \).

Then \( x \) and \( y \) have gamma marginal densities given respectively by:

\[ f(x; p, a) = \frac{a^p}{\Gamma(p)} x^{p-1} e^{-ax}, \]

\[ f(y; p + q, a) = \frac{a^{p+q}}{\Gamma(p + q)} y^{p+q-1} e^{-ay}. \]

Since \( a, p, q > 0 \), the covariance, \( \sigma_{x,y} \), and the correlation, \( \rho_{x,y} \), are strictly positive. Covariance and correlation tend to zero only if \( p \) also tends to zero. Both
marginal densities $f(x)$ and $f(y)$ are gamma densities but it is not always possible to have both densities belonging to the same type. For example, since $p$ and $q$ are both strictly positive, $p$ and $p + q$ cannot be both equal to 1. Hence, $x$ and $y$ cannot be both exponential. In general, all transformations that require $p = 1$ will lead to $x$ and $y$ having different marginal densities.

C Risky Asset and Wealth Distribution

The asset specific pricing kernel is derived from the joint distribution of wealth and the underlying. From the bivariate gamma density in Definition 1 and the univariate transformed gamma density from (9), we can now specify the distributional assumptions for wealth and the underlying.

**Definition 2** (Underlying and wealth distributions) The terminal value of the underlying, $S_T$, and the terminal wealth, $W_T$, have a rescaled marginal gamma distribution given respectively by

\begin{align}
\text{(14)} & \quad h(S_T) = \mu + \sigma x \\
\text{(15)} & \quad h_W(W_T) = \mu_W + \sigma_W y
\end{align}

where $h(\cdot)$ is a monotonic differentiable function, $x$ and $y$ have a joint gamma density according to equation (10) with gamma marginal densities according to equations (12) and (13) respectively.

Since the gamma distribution encompasses the normal distribution as a limiting case, the distribution assumption of wealth and risky asset provided in Definition 1 are in line with the assumptions adopted by Brennan (1979). For instance, one could have a normally distributed wealth and a gamma distributed underlying. Definition 1 provides a lot of flexibility for choosing the marginal distribution of $W_T$ and $S_T$ from a range of gamma or transformed gamma distributions.

IV The Pricing Kernel

Given Definition 2, it is now possible to specify the pricing kernel in equation (4) and the asset specific pricing kernel in equation (5), which is done in the following propositions.
**Proposition 3** *(The pricing kernel)* Assume a representative investor with marginal utility function given by

\[(16) \quad U'(W_T) = \exp[\gamma h_W(W_T)],\]

where \(\gamma\) is a constant preference parameter, and \(h_W(W_T)\) has a rescaled gamma distribution according to equation (15). Then, the pricing kernel is given by

\[(17) \quad \phi(W_T) = a^{-p+q}(a - \gamma \sigma_W)^{p+q} \exp\left[-\gamma \mu_W + \gamma h_W(W_T)\right].\]

**Proof.** See Appendix. ■

In Proposition 3, the representation for the marginal utility function is very convenient, as the investor’s preference is controlled by the functional form of \(h_W(W_T)\). Thus, if \(h_W(W_T) = W_T\), the representative investor has a marginal exponential utility function characterized by constant absolute risk aversion (CARA). If \(h_W(W_T) = \ln(W_T)\), the representative investor has a marginal power utility function with constant relative risk aversion (CRRA).

**Proposition 4** *(The asset specific pricing kernel)* Assume that Proposition 3 holds. Assume also that the joint distribution of the terminal wealth and the terminal value of the underlying is given by Definition 2. Then, the asset specific pricing kernel is given by

\[(18) \quad \psi(S_T) = a^{-p}(a - \gamma \sigma_W)^p \exp\left[\gamma \sigma_W \left(\frac{h(S_T) - \mu}{\sigma}\right)\right].\]

**Proof.** See Appendix. ■

An interesting aspect of the above proposition is that any function \(h_W(W_T)\) that satisfies Proposition 3 also satisfies the requirements of Proposition 4 and, consequently, delivers the same asset specific pricing kernel. That is, the functional form of \(h_W(W_T)\) does not change the functional form of the asset specific pricing kernel in equation (18).

**Corollary 5** The functional form of the risk adjusted density of \(S_T\), which is given by the product of the actual density of \(S_T\) in (14) and the asset specific pricing kernel in (18) is a transformed gamma density with location \(\mu\) and scale \((a - \gamma \sigma_W) / \sigma\).
Proof. It follows directly from the definition of the asset specific pricing kernel, \( \psi (S_T) \), and the transformed density of \( S_T \), \( f (S_T) \), given in Definition 2.

This corollary shows that in the transformed gamma framework, only the scale parameter is affected by the preference parameter. This is in sharp contrast to the transformed normal case of Camara (2003) where only the location parameter is affected by preference.

V Option Pricing Formulae

In order to obtain preference free option pricing models, it is necessary to eliminate from the formula the parameter that is related to the investor’s preference. This is achieved by substituting the asset specific pricing kernel in (18) into equation (6) to yield

\[
F = \int S_T \psi (S_T) f (S_T) dS_T.
\]

If the above expectation has a closed form solution, it may be possible to isolate the risk aversion parameter and replace it with observable parameters, such as securities price. Assuming that this is possible, take a call option with a payoff \( \max (S_T - K, 0) \) as an example, where \( K \) is the option strike price, the price of this call option is

\[
C e^{rT} = E^P [\max (S_T - K, 0) \psi (S_T)]
= \int \max (S_T - K, 0) \psi (S_T) f (S_T) dS_T.
\]

where the density \( f (S_T) \) involves preference parameters. It is then possible to substitute these preference parameters by prices to obtain a preference free option pricing formulae

\[
C e^{rT} = \int \max (S_T - K, 0) f^* (S_T) dS_T
= E^Q [\max (S_T - K, 0)]
\]

where \( f^* (S_T) \) is the risk-neutral density and the superscript \( Q \) of \( E (\cdot) \) means that the expectation is taken with respect to the risk-neutral probability measure. That is, the option price can be regarded as a martingale with respect to \( Q \).
Given the above discussion, it is clear that the possibility of obtaining a preference free option pricing formula is strongly related to the functional form of $\psi(S_T)$ and $f(S_T)$. We show, in the examples below, that the application of Definition 2 and Proposition 4 can lead to preference free option pricing formulae. The examples are for European-style call options only, but it is possible to obtain European-style put options by using similar arguments.

A Log gamma

Example 6 (Log gamma option pricing formula) Assume that the terminal wealth and the terminal value of the underlying are given, respectively, by $h(W_T) = \ln(W_T)$ and $h(S_T) = \ln(S_T)$. In this case, investors present CRRA. Using equations (17) and (18), the pricing kernel and the asset specific pricing kernel are given respectively by

$$\phi(W_T) = a^{-(p+q)}(a - \gamma\sigma W_T)^{p+q} \exp \left[-\gamma\mu W_T + \gamma \ln(W_T)\right],$$

$$\psi(S_T) = a^{-p}(a - \gamma\sigma W_T)^p \exp \left[\gamma\sigma W_T \left(\frac{\ln(S_T) - \mu}{\sigma}\right)\right].$$

Substitute the asset specific pricing kernel in equation (22) and the density function of the terminal value of the underlying from Definition 2 into equation (19) yields

$$(a - \gamma\sigma W_T) = \frac{(Fe^{-\mu})^{1/p} \sigma}{(Fe^{-\mu})^{1/p} - 1}. \tag{23}$$

Rearranging this formula and substituting it into equation (20) gives the call option pricing formula

$$C = Fe^{-rT} \left[1 - G(d_1, p)\right] - Ke^{-rT} \left[1 - G(d_2, p)\right], \tag{24}$$

where $G(\cdot, \cdot)$ is the gamma probability distribution function and

$$d_1 = \frac{(\ln(K) - \mu)}{(Fe^{-\mu})^{1/p} - 1}.$$

---

8 The proofs to the first example are provided in the Appendix. The results presented in the others examples can be obtained similarly.
\[ d_2 = d_1 + (\ln(K) - \mu). \]
for \( \ln(K) > \mu, \, Fe^{-\mu} > 1, \) and \( p > 0. \)

A special case of the asset specific pricing kernel and the equilibrium relationship presented above, i.e. equations (22) and (23) respectively, is the model developed by Heston (1993). Heston assumes an asset specific pricing kernel of the form \( S_T^{-\gamma}, \) which clearly has less parameters than equation (22). In fact, Heston’s asset specific pricing kernel and equation (22) could be the same only when \( p = 0, \) which contradicts the definition of the gamma distribution. As it can be seen in equation (7), the gamma distribution requires \( p > 0. \) The difference between Heston’s asset specific pricing kernel and equation (22) is due to the fact that the asset specific pricing kernel used by Heston is arbitrarily chosen and all the other distributional parameters are simply ignored.\(^9\)

**B Log chi-square**

**Example 7 (Log chi-squared option pricing formula) It is possible to obtain another special case of equation (24) by assuming that the logarithm of the value of the underlying has a chi-squared distribution. All the other assumptions are the same.** From Definition 2, setting \( p = v/2 \) and \( h(S_T) = \ln(S_T)/2 \) yields the chi-squared density

\[
(25) \quad f(S_T) = \frac{a^{v/2}}{\Gamma(v/2) 2^{v/2} \sigma S_T} \left( \frac{\ln(S_T) - \mu}{\sigma} \right)^{v/2-1} \exp \left( -a \frac{\ln(S_T) - \mu}{2\sigma} \right),
\]

for \( [\ln(S_T) - \mu] > 0. \)

In this specific case, since the scale parameter, \( \sigma, \) does not appear in equation (24), it is possible to obtain the log chi-squared pricing kernel, asset specific pricing kernel and the option pricing formula directly from equation (24) by setting \( p = v/2. \) In this case, the asset specific pricing kernel and the equilibrium relationship are given, respectively, by

\[
(26) \quad \psi(S_T) = a^{-v/2} (a - \gamma \sigma W_T)^{v/2} \exp \left[ \gamma \sigma W_T \left( \frac{\ln(S_T) - \mu}{2\sigma} \right) \right].
\]

\(^9\)As (Franke, Huang and Stapleton (2004), p. 1) point out: “Heston’s set of preference-parameter-free valuation relationship is somewhat difficult to apply. Unless we have knowledge of all other parameters of the pricing kernel, apart from the missing parameter, options cannot be priced using a preference-parameter-free valuation relationship”. 
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\[ F = \frac{e^{\mu} (a - \gamma \sigma W_T)^{v/2}}{(a - \gamma \sigma W_T - 2\sigma)^{v/2}}, \]

and the option pricing formula is given by

\[ C = Fe^{-rT} \{1 - G(d_1, v/2)\} - Ke^{-rT} \{1 - G(d_2, v/2)\}, \]

where \( G(\cdot, \cdot) \) is the gamma probability distribution function and

\[ d_1 = \frac{(\ln(K) - \mu)}{(Fe^{-r})^{2/v} - 1}, \]
\[ d_2 = d_1 + (\ln(K) - \mu) \]

for \( \ln(K) > \mu \) and \( [F \exp(-\mu)]^{2/v} > 1. \)

C  Weibull

Example 8  (Weibull option pricing formula) Assume that terminal wealth and the terminal value of the underlying have a rescaled gamma distribution according to Definition 2. Assume also that wealth in (15) is given by \( h_W(W_T) = W_T \) and the terminal value of the underlying in (14) is given by \( h(S_T) = \sigma[(S_T - \mu)/\sigma]^b + \mu, \) with \( p = 1. \) That is, \( W_T \) has a gamma density and \( S_T \) has a Weibull density given by

\[ f(S_T) = \frac{ab}{\sigma} \left( \frac{S_T - \mu}{\sigma} \right)^{b-1} \exp\left[ -a \left( \frac{S_T - \mu}{\sigma} \right)^b \right], \]

for \( S_T > \mu \) and \( b > 0. \)

According to these assumptions, investors present CARA, and the asset specific pricing kernel is given by

\[ \psi(S_T) = (1 - a^{-1} \gamma \sigma W_T) \exp\left[ \gamma \sigma W_T \left( \frac{S_T - \mu}{\sigma} \right)^b \right]. \]

Substituting the asset specific pricing kernel in equation (30) and the density function of \( S_T \) in equation (29) into the asset pricing relationship in equation (19) yields

\[ F = \frac{\sigma \Gamma(1/b + 1)}{(a - \gamma \sigma W_T)^{1/b}} + \mu, \]
where $\Gamma (\cdot)$ is the gamma function as defined before. Solving equation (20) and using the above relationship yields the following call option pricing formula

\begin{equation}
C = (F - \mu) e^{-rT} \left[ 1 - G(d_1, 1/b + 1) \right] - (K - \mu) e^{-(d_1 + rT)}
\end{equation}

where $G(\cdot, \cdot)$ is the gamma probability distribution function and

\begin{equation}
d_1 = \left[ \left( \frac{K - \mu}{F - \mu} \right) \Gamma \left( \frac{1}{b} + 1 \right) \right]^b,
\end{equation}

for $F, K > \mu$ and $b > 0$.

\section{Log Gumbel}

\textbf{Example 9 (Log Gumbel option pricing formula)} Assume that terminal wealth and the terminal value of the underlying have a rescaled gamma distribution according to Definition 2. Assume also that $h_W(W_T) = W_T$, and $h(S_T) = \sigma \exp \left[ \left( \ln(S_T) - \mu \right) / \sigma \right] + \mu$, and $p = 1$. In this case, $W_T$ has a gamma density and $S_T$ has a Gumbel distribution with density

\begin{equation}
f(S_T) = \frac{a}{\sigma S_T} \exp \left[ \frac{\ln(S_T) - \mu}{\sigma} \right] \exp \left[ -ae^{[\ln(S_T) - \mu] / \sigma} \right].
\end{equation}

The asset specific pricing kernel is

\begin{equation}
\psi(S_T) = (1 - a^{-1} \gamma \sigma_{W_T}) \exp \left[ \gamma \sigma_{W_T} e^{[\ln(S_T) - \mu] / \sigma} \right].
\end{equation}

The equilibrium relationship is given by

\begin{equation}
F = \frac{e^{\mu \Gamma (1 + \sigma)}}{(a - \gamma \sigma_{W_T})^\gamma},
\end{equation}

and the option pricing formula is

\begin{equation}
C = Fe^{-rT} \left[ 1 - G(d_1, 1 + \sigma) \right] - Ke^{-(d_1 + rT)}
\end{equation}

where $G(\cdot, \cdot)$ is the gamma probability distribution function and

\begin{equation}
d_1 = \left( \frac{K}{F} \Gamma (1 + \sigma) \right)^{1/\sigma}.
\end{equation}
VI Application to Rainfall Data

The data we use here is downloaded from the UK Met Office Hadley Centre observations datasets HadUKP. HadUKP is a dataset of UK regional precipitation, which incorporates the long running England & Wales Precipitation (EWP) series beginning in 1766, the longest instrumental series of this kind in the world. HadUKP incorporates a selection of long-running rainfall stations to provide a homogeneity adjusted series of areally averaged precipitation. The England and Wales (HadEWP) precipitation totals are based on daily weighted totals from a network of stations within each of five England and Wales regions. A full quality control is performed on the 5th of each subsequent month, allowing monthly totals to be updated. The data series we use is the monthly England & Wales precipitation (mm), of which a full description is provided in Alexander and Jones (2001).

Figure 4 presents the summary statistics of the monthly and annual rainfall. It is noted from the times series of annual rainfall that, despite the occasional sharp peaks and troughs, the series appears stationary. The bar chart reflects the mild seasonal pattern with the autumn being the wetter months and the spring represents the dryer season. Since, rainfall has positive values only; the summary statistics reveal the positive skewness and is most marked for the month of November. The November month has four extreme values in 1770, 1852, 1929 and 1940 where the monthly rainfalls are in the region of 200mm per month. The very wet June 2007 that is still fresh in our memory is a small incident in comparison. While breaking the June monthly average record over a century, the June 2007 rainfall is only 154.7mm. The distribution of November average shows vividly the long tail and positive skewness, a typical shape of the gamma distribution.

A Maximul likelihood estimation of the distribution

Table 1 presents the gamma distribution parameter estimates of the maximum likelihood estimation assuming $\mu = 0$ and $\sigma = 1$ in equation (14), (18) or (22). We have estimated two versions, one with the raw data and one assuming $h(x) = \ln x$. From the negative log-likelihood values reported in Table 1, it is clear that the log transform has increased the log-likelihood dramatically especially for the annual data.

The log-transformation placed a greater weight on the tail observation and as a result the density of the rainfall distribution is more heavily skewed using parameter
values estimated from log-transform data. The annual data, on the other hand, has a smaller skewness; the extreme monthly seasonal rainfall was averaged out suggesting that insurance contract valuation based on annual rainfall is almost sure to lead to under pricing of insurance costs.

**B Estimation of insurance cost**

From the recent experience in June 2007, we assume that a monthly exceeding 150mm will lead to damages and insurance costs. Using this as strike price, we calculate the call price from the gamma parameter values estimated for each monthly distribution. For the annual rainfall data, we set the strike price as 12 times 150mm. Then we vary the strike from 150mm to 50mm. The low strike price indicates flood prune area or area where flood economic cost is high (e.g. highly populated residential area). The lower the strike price, the more expensive the options and the greater the insurance cost.

The result indicates that the insurance cost for the month of February, March, April, and June are negligible. November and December are the months when insurance payout are most frequent. More importantly, our results show vividly that calculating insurance cost based on annual rainfall data will lead to severe under pricing of insurance cost. The more appropriate way is to estimate the cost separately for each seasonal month and use the aggregate value for the annual insurance.
Figure 5: Monthly rainfall distribution in England and Wales based on gamma parameter values estimated from log-transformed data

VII Conclusion

This paper presents a general equilibrium framework for pricing European options written on underlying that has a transformed gamma distribution. This framework, which guarantees that the resulting pricing model is preference free, allows us to obtain new set of European option pricing formulae even in cases where the derivatives are illiquid, or where the underlyings are illiquid or not traded. Unlike previous applications of gamma distribution in option pricing, this paper established a clear link between the real and the risk neutral distributions, and provided a formal proof for the existence of a risk neutral valuation relationship between option price and the underlying asset. Our paper extends the distributional and preference assumptions of the gamma option pricing model developed by Heston (1993), and can be seen as a parallel development complementing the work of Camara (2003) in option pricing based on transformed normal distributions.

In our model, the terminal wealth and the terminal value of the underlying do not
have to have same distribution provided that they both belong to the transformed gamma distribution of which the normal distribution is a limiting case. The gamma distribution can produce several other important distributions as special or limiting cases or through simple transformations. We have demonstrated, in this paper, how risk neutral European option pricing formulae can be derived for (transformed) gamma distributions with a few examples. The same steps can be used to derive European option pricing formulae for other gamma class of distributions and transformed gamma distributions. Given the flexibility of the gamma distribution, our paper significantly expands the set of underlying distributions embedded in current option pricing theories. It has already been suggested (e.g. Savickas (2002), Lane and Movchan (1999)) that the gamma class of distributions could, in some cases, produce a better fit to the empirical observations than the Gaussian class of distributions, and that it will play a key role in the pricing of derivatives written on natural events. Our research and results are timely, and will help to encourage greater use of financial securitization in risk sharing.
Figure 7: Annual rainfall distribution in England and Wales based on gamma parameter values estimated from log-transformed data

Figure 8:

Appendix

Proof. (*Equation 17 on the pricing kernel*) Given the marginal utility function in equation (16) and the wealth transformation function in (15), the expected value of the marginal utility of the end of period wealth is

\[
E[U'(W_T)] = E[\exp(\gamma h_{W_T}(W_T))] = E[\exp(\gamma \mu_{W_T} + \gamma \sigma_{W_T} y)] = e^{\gamma \mu_{W_T}} \int_0^\infty \frac{a^{p+q}e^{\gamma \mu_{W_T} y}}{\Gamma(p+q)} y^{p+q-1} e^{-(a-\gamma \sigma_{W_T}) y} dy.
\]

Changing variables

\[
E[U'(W_T)] = \frac{a^{p+q}e^{\gamma \mu_{W_T}}}{(a-\gamma \sigma_{W_T})^{p+q}} \frac{1}{\Gamma(p+q)} \int_0^\infty z^{p+q-1} e^{-z} dz.
\]
Since the integral on the RHS is equal to the gamma function $\Gamma(p + q)$, the expected value of the marginal utility of wealth is

$$E[U'(W_T)] = \frac{a^{p+q}e^{\gamma W_T}}{(a - \gamma \sigma W_T)^{p+q}}.$$  

(37)

Substituting equations (16) and (37) into equation (4) and simplifying yields equation (17).

**Proof.** (Equation 18 on the asset specific pricing kernel) This proof is presented in three steps. First, the conditional density of $W_T$ given $S_T$ is obtained. Second, this result is applied to obtain $E[U'(W_T)|S_T]$. Finally, we obtain the asset specific pricing kernel.

The conditional density of $y$ given $x$ is

$$f(y|x) = \frac{f(y, x)}{f(x)} = \frac{a^q}{\Gamma(q)} (y - x)^{q-1} e^{-a(y-x)}$$

where the second equality follows directly from Definition 1. The conditional density of $W_T$ given $S_T$ is readily available by the transformations in Definition 2. This concludes the first part of the proof.
The expected value of the marginal utility of the end of period wealth conditioned to the terminal value of the underlying is

\[
E [U' (W_T) | S_T] = E \{ \exp [\gamma h_{W_T} (W_T)] | S_T \}
\]

\[
= \int \exp [\gamma h_{W_T} (W_T)] f (W_T|S_T) \, dW_T.
\]

Changing variables and after some tedious algebra we obtain

\[
E [U' (W_T) | S_T] = \frac{a^q \exp \left[ \gamma \mu_{W_T} + \gamma \sigma_{W_T} \left( \frac{h(S_T)-\mu}{\sigma} \right) \right]}{(a - \gamma \sigma_{W_T})^q} \frac{1}{\Gamma(q)} \int_0^{\infty} z^{q-1} e^{-z} \, dz.
\]

Since the integral on the RHS is equal to gamma function \( \Gamma(q) \),

\[
E [U' (W_T) | S_T] = \frac{a^q \exp \left[ \gamma \mu_{W_T} + \gamma \sigma_{W_T} \left( \frac{h(S_T)-\mu}{\sigma} \right) \right]}{(a - \gamma \sigma_{W_T})^q},
\]

which completes the second part of the proof.

Finally, substituting equations (37) and (38) into equation (5) and simplifying yields equation (18).

**Proof.** *(Equation 23 on the log gamma equilibrium relationship)* Using equations (14), (18) and (6) yields

\[
F = E (\psi S_T)
\]

\[
= \int_{h^{-1}(\mu)}^{h^{-1}(\infty)} S_T \frac{(a - \gamma \sigma_{W_T})^p \ h(S_T)}{\Gamma(p)} \frac{h(S_T)-\mu}{\sigma}^{p-1} dS_T.
\]

Changing variables, simplifying and recalling that \( h(S_T) = \ln (S_T) \) yields,

\[
F = e^\mu \frac{(a - \gamma \sigma_{W_T})^p}{(a - \gamma \sigma_{W_T} - \sigma)^p} \int_0^{\infty} z^{p-1} \frac{e^{-z}}{\Gamma(p)} \, dz.
\]

Using the definition of a gamma distribution, the integral on the RHS equals one. Therefore,

\[
F = e^\mu \frac{(a - \gamma \sigma_{W_T})^p}{(a - \gamma \sigma_{W_T} - \sigma)^p}.
\]
Rearranging the terms yields equation (23) ■

**Proof.** (Equation 24 on the log gamma option pricing formula) The call option pricing formula is given by

\[
Ce^rT = E \left[ \max (S_T - K, 0) \psi \right] \\
= \int_{h^{-1}(\infty)}^{h^{-1}(\mu)} \max (S_T - K, 0) \frac{(a - \gamma \sigma W_T)^p h'(S_T)}{\Gamma(p)} \\
\left( \frac{h(S_T) - \mu}{\sigma} \right)^{p-1} \exp \left[ - (a - \gamma \sigma W_T) \frac{h(S_T) - \mu}{\sigma} \right] dS_T.
\]

Using the fact that \( P(x > X) = 1 - P(x \leq X) \), changing variables and noting that \( h(S_T) = \ln(S_T) \), returns.

\[
Ce^rT = \int_{0}^{\infty} (e^{\mu + \sigma x} - K) \frac{(a - \gamma \sigma W_T)^p}{\Gamma(p)} x^{p-1} e^{- (a - \gamma \sigma W_T)x} dx \\
- \int_{0}^{\ln(K) - \mu} (e^{\mu + \sigma x} - K) \frac{(a - \gamma \sigma W_T)^p}{\Gamma(p)} x^{p-1} e^{- (a - \gamma \sigma W_T)x} dx
\]

(39)

Expanding the integrals, changing variables again and using equation (23), yields the option pricing formula given in equation (24). ■
Flood insurance
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Figure 4. UK Met Office, Hadley Centre rainfall precipitation data for England and Wales over the period from 1766 to 2007.
Table 1. Maximum likelihood estimation of gamma distribution parameter values on raw and logarithmic of rainfall data

<table>
<thead>
<tr>
<th></th>
<th>x</th>
<th>p</th>
<th>1/a</th>
<th>stdev(p)</th>
<th>stdev(1/a)</th>
<th>nLogL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jan</td>
<td>3.577</td>
<td>18.655</td>
<td>0.417</td>
<td>2.333</td>
<td>659.126</td>
<td></td>
</tr>
<tr>
<td>Feb</td>
<td>2.096</td>
<td>24.158</td>
<td>0.238</td>
<td>3.092</td>
<td>647.297</td>
<td></td>
</tr>
<tr>
<td>Mar</td>
<td>2.565</td>
<td>19.529</td>
<td>0.294</td>
<td>2.473</td>
<td>637.028</td>
<td></td>
</tr>
<tr>
<td>Apr</td>
<td>2.807</td>
<td>17.410</td>
<td>0.323</td>
<td>2.196</td>
<td>629.414</td>
<td></td>
</tr>
<tr>
<td>May</td>
<td>3.711</td>
<td>13.921</td>
<td>0.433</td>
<td>1.739</td>
<td>622.610</td>
<td></td>
</tr>
<tr>
<td>Jun</td>
<td>3.060</td>
<td>16.809</td>
<td>0.354</td>
<td>2.113</td>
<td>632.051</td>
<td></td>
</tr>
<tr>
<td>Jul</td>
<td>3.833</td>
<td>15.170</td>
<td>0.448</td>
<td>1.893</td>
<td>636.828</td>
<td></td>
</tr>
<tr>
<td>Aug</td>
<td>3.272</td>
<td>18.973</td>
<td>0.380</td>
<td>2.380</td>
<td>654.049</td>
<td></td>
</tr>
<tr>
<td>Sep</td>
<td>2.880</td>
<td>21.166</td>
<td>0.332</td>
<td>2.667</td>
<td>657.997</td>
<td></td>
</tr>
<tr>
<td>Oct</td>
<td>2.913</td>
<td>26.972</td>
<td>0.336</td>
<td>3.397</td>
<td>691.720</td>
<td></td>
</tr>
<tr>
<td>Nov</td>
<td>3.646</td>
<td>21.332</td>
<td>0.425</td>
<td>2.666</td>
<td>678.802</td>
<td></td>
</tr>
<tr>
<td>Dec</td>
<td>3.581</td>
<td>20.308</td>
<td>0.417</td>
<td>2.540</td>
<td>670.686</td>
<td></td>
</tr>
<tr>
<td>Annual</td>
<td>44.600</td>
<td>16.360</td>
<td>5.408</td>
<td>1.995</td>
<td>824.191</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>log(x)</th>
<th>p</th>
<th>1/a</th>
<th>stdev(p)</th>
<th>stdev(1/a)</th>
<th>nLogL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jan</td>
<td>45.250</td>
<td>0.090</td>
<td>5.487</td>
<td>0.011</td>
<td>122.206</td>
<td></td>
</tr>
<tr>
<td>Feb</td>
<td>11.400</td>
<td>0.322</td>
<td>1.368</td>
<td>0.039</td>
<td>198.681</td>
<td></td>
</tr>
<tr>
<td>Mar</td>
<td>18.397</td>
<td>0.201</td>
<td>2.219</td>
<td>0.025</td>
<td>169.363</td>
<td></td>
</tr>
<tr>
<td>Apr</td>
<td>14.699</td>
<td>0.252</td>
<td>1.769</td>
<td>0.031</td>
<td>183.659</td>
<td></td>
</tr>
<tr>
<td>May</td>
<td>37.395</td>
<td>0.102</td>
<td>4.531</td>
<td>0.012</td>
<td>126.256</td>
<td></td>
</tr>
<tr>
<td>Jun</td>
<td>18.878</td>
<td>0.200</td>
<td>2.278</td>
<td>0.024</td>
<td>169.909</td>
<td></td>
</tr>
<tr>
<td>Jul</td>
<td>44.796</td>
<td>0.088</td>
<td>5.432</td>
<td>0.011</td>
<td>118.560</td>
<td></td>
</tr>
<tr>
<td>Aug</td>
<td>23.335</td>
<td>0.170</td>
<td>2.820</td>
<td>0.021</td>
<td>163.050</td>
<td></td>
</tr>
<tr>
<td>Sep</td>
<td>29.441</td>
<td>0.133</td>
<td>3.563</td>
<td>0.016</td>
<td>146.352</td>
<td></td>
</tr>
<tr>
<td>Oct</td>
<td>32.212</td>
<td>0.130</td>
<td>3.901</td>
<td>0.016</td>
<td>148.949</td>
<td></td>
</tr>
<tr>
<td>Nov</td>
<td>50.046</td>
<td>0.084</td>
<td>6.071</td>
<td>0.010</td>
<td>120.607</td>
<td></td>
</tr>
<tr>
<td>Dec</td>
<td>46.462</td>
<td>0.089</td>
<td>5.635</td>
<td>0.011</td>
<td>123.291</td>
<td></td>
</tr>
<tr>
<td>Annual</td>
<td>1884.519</td>
<td>0.003</td>
<td>229.356</td>
<td>0.000</td>
<td>-63.142</td>
<td></td>
</tr>
</tbody>
</table>

Note: stdev is the standard deviation and nLogL is the negative of Log-likelihood value.