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In many empirical situations (e.g., Libor), the rate of interest will remain fixed at a certain level (random instantaneous rate $\delta_i$) for a random period of time ($t_i$) until a new random rate should be considered, $\delta_{i+1}$, that will remain for $t_{i+1}$, waiting time until the next change in the rate of interest. Three models were developed using the approach cited above for random rate of interest and random waiting times between changes in the rate of interest. Using easy integral transforms (Laplace and Fourier) we will be able to calculate the moments of the probability function of the discount factor, $V(t)$, and even its c.d.f. The approach will also be extended to the calculation of the expected value and variance of a zero coupon bond with maturity $t$ and we will also approximate the c.d.f. .
1 INTRODUCTION

The stochastic instantaneous rate of interest has been frequently modelled using an Itô's process,
\[ d\delta(t) = \mu(\delta(t), t)dt + \sigma(\delta(t), t)dZ(t) \]
where \( \mu \) and \( \sigma \) are the expected value and the variance, \( Z(t) \) is a standard Wiener process. Many models were studied using this approach as stated in Hürlimann(1993), Ang and Sherris(1997) and Parker(1997). In these models, changes in the instantaneous rate of interest are implemented continuously.

In many empirical situations (e.g.: Libor), the rate of interest will remain fixed at a certain level (random instantaneous rate \( \delta_t \)) for a random period of time \( (t_i) \) until a new random rate should be considered, \( \delta_{t+1} \), that will remain \( t_{i+1} \), waiting time until the next change in the rate of interest. This last fact means that a model with continuous changes in the instantaneous rate of interest may not be very appropriate.

Let us introduce the following approach. \( V(t) \), the discount factor, can be defined
\[ V(t) = e^{-\sum_{j=1}^{n-1} t_j + \delta_1 t_1 + \delta_2 t_2 + \ldots + \delta_{n-1} t_{n-1} + \delta_n t} \]
where
- \( n \) is a random variable that represents the total number plus 1 of changes in the rate of interest within the time interval \( (0, t] \)
- \( \{t_j\}_{j=1}^{n-1} \) the sequence on random variables that models the waiting times between changes in the rate of interest and \( t_j \in (0, \infty) \) and \( W_j(x) = P\{t_j \leq x\} \). It is clear that:
\[ \sum_{j=1}^{n-1} t_j \leq t \quad \text{if } n = 1 \text{ then } V(t) = e^{-\delta_1 t} \]
- \( \{\delta_j\}_{j=1}^{n} \) is a sequence of random variables for the instantaneous rates of interest. Let us remember that \( \delta_j \rightarrow \ln(1 + i_j) \) and
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assume that $\delta_j \in (0, \infty)$ and $F_j(y) = P \{ \delta_j \leq y \}.$

Let us introduce the function:

$$\gamma(t) = -\ln(V(t))$$

$$= \left[ \delta_1 t_1 + \delta_2 t_2 + \cdots + \delta_{n-1} t_{n-1} + \delta_n \left( t - \sum_{j=1}^{n-1} t_j \right) \right]$$ \hspace{1cm} (2)

then:

$$D_t(x) = P \{ V(t) \leq x \} = P \{ e^{-\gamma(t)} \leq x \}$$

$$= P \{ -\gamma(t) \leq \ln(x) \} = P \{ \gamma(t) > -\ln(x) \}$$

if we now define:

$$G_t(x) = P \{ \gamma(t) \leq x \} \quad x \geq 0$$ \hspace{1cm} (3)

this expression is obtained:

$$D_t(x) = P \{ V(t) \leq x \} = 1 - G_t(-\ln(x))$$ \hspace{1cm} (4)

and $d_t(x)$ is the first derivative of $D_t(x)$.

Three models will be presented in section 2 using the approach cited above for random rate of interest and random waiting times between changes in the rate of interest. The first two (Models I.a and I.b) for independent rates of interest in the different waiting times and the last one for non-independent rates, more realistic in many situations (Model II).

In section 3, using Laplace and Fourier transforms, we will find, with Theorems 2 through 6 (based in renewal integral equations), expressions for the Laplace and Fourier transforms of a very interesting kind of functions directly related with $D_t(x)$.

In section 4, a direct expression for the moments of the probability distribution of the discount factor $V(t)$ will be found for the three models considered.

Later, in section 5, we will see how the very c.d.f of $V(t)$ can be approximated.

Finally, in sections 6 and 7, a zero coupon bond illustrations will be given with numerical examples.
2 FINANCIAL MODELS

The following models for the rate of interest will be considered.

2.1 Model I.a.: i.i.d. rates of interest

Let us assume that \( \{\delta_j\}_{j=1}^{n} \) and \( \{t_j\}_{j=1}^{n-1} \) are sequences (mutually independent) of i.i.d. random variables with common d.f. \( f(y) \) and \( w(x) \) respectively, then

\[
\gamma_{I.a}(t) = \delta_1 t_1 + \delta_2 t_2 + \cdots + \delta_{n-1} t_{n-1} + \delta_n \left( t - \sum_{j=1}^{n-1} t_j \right) \tag{5}
\]

\[G_{t}^{I.a}(x) = P \{ \gamma_{I.a}(t) \leq x \}, \quad x \geq 0 \tag{6}\]

with d.f. \( g_{t}^{I.a}(x) \).

2.2 Model I.b.: i.i.d. rates of interest with initial value.

Let us consider now the case when \( \delta_1 = \delta_1^* \) is not a random variable and \( t_1 \) follows a d.f. \( w_1(x) \) — that could be different from \( w(x) \) — and the sequences \( \{\delta_j\}_{j=2}^{n} \) and \( \{t_j\}_{j=2}^{n-1} \) are formed with i.i.d. random variables with common d.f. \( f(y) \) and \( w(x) \) respectively, as it was stated in Model I.a.. The random variable \( \gamma(t) \) could be written:

\[
\gamma_{I.b}(t) = \delta_1^* t_1 + \left( \delta_2 t_2 + \cdots + \delta_{n-1} t_{n-1} + \delta_n \left( t - t_1 - \sum_{j=2}^{n-1} t_j \right) \right)
\]

\[= \delta_1^* t_1 + \gamma_{I.a}(t - t_1) \tag{7}\]

and if \( t_1 > t \) then \( \gamma_{I.b}(t) = \delta_1^* t \).

**Theorem 1** The c.d.f. of the random variable \( \gamma_{I.b}(t) = -\ln(V(t)), G_{t}^{I.b}(x) \), can be expressed:

\[
G_{t}^{I.b}(x) = \frac{1}{\delta_1^* W_1 \left( \frac{t}{\delta_1^*} \right)} \int_{0}^{\frac{t}{\delta_1^*}} G_{t - \tau}^{I.a} (x - \tau) w_1 \left( \frac{\tau}{\delta_1^*} \right) d\tau \tag{8}\]

\[x > 0\]
Proof. Let us define

$$b_1 = \delta_1 t_1 \implies t_1 = \frac{b_1}{\delta_1}$$

with c.d.f. ,

$$P \{ b_1 \leq x \} = P \left\{ t_1 \leq \frac{x}{\delta_1} \right\} = \frac{W_1 \left( \frac{x}{\delta_1} \right)}{W_1 \left( \frac{t}{\delta_1} \right)} \quad x \in (0, \delta_1 t)$$

then

$$\gamma_{lb}(t) = b_1 + \gamma_{la}(t - t_1)$$

if we consider \( (\gamma_{la}(t - \frac{\tau}{\delta_1}) | \tau = b_1) \) is a conditional random variables with c.d.f. \( G_{t-b_1}^{la}(x) \), bearing in mind that

$$G_{y}^{la}(x) = 0 \quad y \leq 0$$

and using the total probability theorem

$$G_{t}^{lb}(x) = P \left\{ \gamma_{lb}(t) \leq x \right\} = \int_{0}^{\delta_1 t} G_{t-\frac{\tau}{\delta_1}}^{la}(x - \tau) \frac{1}{\delta_1} \frac{w_1 \left( \frac{\tau}{\delta_1} \right)}{W_1 \left( \frac{t}{\delta_1} \right)} d\tau$$

$$= \frac{1}{\delta_1 W_1 \left( \frac{t}{\delta_1} \right)} \int_{0}^{\delta_1 t} G_{t-\frac{\tau}{\delta_1}}^{la}(x - \tau) w_1 \left( \frac{\tau}{\delta_1} \right) d\tau$$

for a fixed value of the initial instantaneous rate of interest. \( \delta_1 \). 

2.3 Model II: Non-independent rates of interest

In this case we will assume that the sequence of random variables \( \{ \delta_j \}_{j=1}^{n} \) follow this pattern,

$$\delta_1 = \delta_0 + \epsilon_1$$

$$\delta_2 = \delta_1 + \epsilon_2 = \delta_0 + \epsilon_1 + \epsilon_2$$

$$\delta_3 = \delta_2 + \epsilon_3 = \delta_0 + \epsilon_1 + \epsilon_2 + \epsilon_3$$

\[ \vdots \]
\[ \delta_n = \delta_{n-1} + \varepsilon_n = \delta_0 + \sum_{j=1}^{n} \varepsilon_j \]

that means that the rates of interest are non-independent random variables.

where \( \delta_0 \) is a fixed parameter and \( \{\varepsilon_j\}_{j=1}^{n} \) are i.i.d. with common c.d.f.,

\[ P\{\varepsilon \leq x\} = H(x) \quad x \in (-\infty, \infty) \]

random variable \( \gamma(t) \) can be written, substituting (9) and operating

\[ \gamma''(t) = \delta_1 t_1 + \delta_2 t_2 + \cdots + \delta_{n-1} t_{n-1} + \delta_n \left( t - \sum_{j=1}^{n-1} t_j \right) \]

\[ = \delta_0 t + \varepsilon_1 t + \varepsilon_2 (t - t_1) + \cdots + \varepsilon_n \left( t - \sum_{j=1}^{n-1} t_j \right) \quad (10) \]

3 \hspace{1em} \textbf{INTEGRAL TRANSFORMS OF} \( g_t(x) \) \textbf{AND} \( G_t(x) \)

If \( g_t(x) \) is the first derivative of \( G_t(x) \), Laplace transforms of these functions are expressed:

\[ L_g(s, t) = \int_0^\infty e^{-sy} g_t(y) dy \]

\[ L_G(s, t) = \int_0^\infty e^{-sy} G_t(y) dy = \frac{L_g(s, t)}{s} \quad (11) \]

using the properties of the Laplace transform.

Theorem 2 \hspace{1em} The Laplace Transform of \( g_{t^a}(x) \), d.f. of the random variable \( -\ln(V(t)) \), is the solution of the following Volterra integral equation of the second kind

\[ L_{g_{t^a}}(s, t) = \xi(st) (1 - W(t)) + \int_{0}^{t} \xi(st) w(\tau) L_{g_{t^a}}(s, t - \tau) d\tau \quad (12) \]

where \( \xi(x) \) is the Laplace transform of \( f(x) \), d.f. of the instantaneous rates of interest \( \delta_i \).
Proof. The Laplace transform of the former function could be written

\[
L_{g_{t,a}}(s,t) = \int_0^\infty e^{-s\delta_1 t_1} f(\delta_1) d\delta_1 \int_0^\infty \cdots \int_0^\infty e^{-s[\delta_2 t_2 + \cdots + \delta_{n-1} t_{n-1} + \delta_n (t-t_1 - \sum_{j=2}^{n-1} t_j)]} f(\delta_2) \cdots f(\delta_n) d\delta_2 \cdots d\delta_n
\]

if we denote \( \xi(st_1) = \int_0^\infty e^{-s\delta_1 t_1} f(\delta_1) d\delta_1 \), the following expression is obtained:

\[
L_{g_{t,a}}(s,t) = \xi(st_1) L_{g_{t,a}}(s,t - t_1)
\]

which could be considered as the Laplace transform of the d.f. \( g_{t,a}^{{\ast}}(x) \) conditioned that the first waiting time is \( t_1 \).

A renewal argument will be used now,

a) If \( t_1 \geq t \) then \( L_{g_{t,a}}(s,t) = \xi(st) \) with a probability of \( 1 - W(t) \)

b) If \( t_1 = \tau < 0 \) then weighted with the density function \( w(\tau) \).

leading to the integral equation (12).

\[\text{Theorem 3} \quad \text{The Laplace Transform of } g_{t,a}^{{\ast}}(x), \text{d.f. of the random variable } -\ln(V(t)), \text{can be expressed} \]

\[
L_{g_{t,a}}(s,t) = \int_0^\infty e^{-sx} g_{t,a}^{{\ast}}(x) dx
\]

\[
= \frac{1}{\delta_1^* W_1 \left( \frac{t}{\delta_1^*} \right)} \int_0^{\delta_1^* t} e^{-st} L_{g_{t,a}}(s,t - \frac{\tau}{\delta_1^*}) w_1 \left( \frac{\tau}{\delta_1^*} \right) d\tau \quad (13)
\]

\( s > 0 \quad t > 0 \)

Proof. It is trivial using the former Theorem and the properties of the Laplace transform.
Theorem 4 The Fourier Transform of $g^ {II}_t (x)$, d.f. of the random variable $-ln(V(t))$, is the solution of the following Volterra integral equation of the second kind

$$\mathcal{F}_{g^ {II}} (s, t) = e^{is\delta_0 t} \zeta(st) (1 - W(t))$$

$$+ \int_0^t \zeta(st e^{is\delta_0 \tau} w(\tau) \mathcal{F}_{g^ {II}} (s, t - \tau) d\tau$$

$$s \in (-\infty, \infty), \quad t > 0$$

where $\zeta(x)$ is the Fourier Transform of $h(x)$, d.f. of the changes in the instantaneous rates of interest $\varepsilon_i$.

Proof. Defining the random variable

$$\rho(t) = \varepsilon_1 t + \varepsilon_2 (t - t_1) + \cdots + \varepsilon_n \left( t - \sum_{j=1}^{n-1} t_j \right)$$

then

$$\gamma^ {II}(t) = \delta_0 t + \rho(t)$$

and

$$G^ {II}_t (x) = P \{ \gamma^ {II}(t) \leq x \} = P \{ \gamma^ {II}(t) \leq x \}$$

$$= P \{ \delta_0 t + \rho(t) \leq x \} = P \{ \rho(t) \leq (x - \delta_0 t) \}$$

$$= R_t (x - \delta_0 t), \quad x \in (-\infty, +\infty)$$

the Fourier transform of $G^ {II}_t (x)$ can be expressed

$$\mathcal{F}_{G^ {II}} (s, t) = \int_{-\infty}^{+\infty} e^{isy} G^ {II}_t (y) dy$$

$$= \int_{-\infty}^{+\infty} e^{isy} R_t (y - \delta_0 t) dy = e^{is\delta_0 t} \int_{-\infty}^{+\infty} e^{isy} R_t (y) dy$$

$$= e^{is\delta_0 t} \mathcal{F}_R (s, t) = e^{is\delta_0 t} \mathcal{F}_R (s, t)$$

$$s \in (-\infty, +\infty), \quad t > 0$$

and

$$\mathcal{F}_{g^ {II}} (s, t) = e^{is\delta_0 t} \mathcal{F}_r (s, t)$$

where $r_t(y)$ is the first derivative of $R_t(y)$ and

$$\mathcal{F}_r (s, t) = \int_{-\infty}^{+\infty} e^{isy} r_t(y) dy$$
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\[ \mathfrak{F}_r(s, t) = \int_{-\infty}^{+\infty} e^{isy} R_t(y) dy = \mathfrak{F}_r(s, t) \]  
(16)

We will focus now our attention on \( \mathfrak{F}_r(s, t) \). It is obvious that

\[
\begin{align*}
\mathfrak{F}_r(s, t) &= \int_{-\infty}^{+\infty} \cdots \int_{-\infty}^{+\infty} e^{is(t_{1} - t_{1}) + \cdots + is(t_{n} - t_{1})} h(t_{1}) \cdots h(t_{n}) d\varepsilon_1 \cdots d\varepsilon_n \\
&= \int_{-\infty}^{+\infty} e^{is\varepsilon_1} h(\varepsilon_1) d\varepsilon_1 \\
&\quad \int_{-\infty}^{+\infty} \cdots \int_{-\infty}^{+\infty} e^{is\varepsilon_2 + \cdots + is\varepsilon_n} h(t_{2} - t_{1}) \cdots h(t_{n} - t_{1}) d\varepsilon_2 \cdots d\varepsilon_n \\
&= \int_{0}^{\infty} e^{is\varepsilon_1} h(\varepsilon_1) d\varepsilon_1 \mathfrak{F}_r(s, t - t_1)
\end{align*}
\]

defining the function \( \zeta(st_1) = \int_{0}^{\infty} e^{is\varepsilon_1} h(\varepsilon_1) d\varepsilon_1 \) we can finally get

\[ \mathfrak{F}_r(s, t) = \zeta(st_1) \mathfrak{F}_r(s, t - t_1) \]

and using the renewal argument that was used in Model I.a

a) If \( t_1 \geq t \) then \( \mathfrak{F}_r(s, t) = \zeta(st) \) with a probability of \( 1 - W(t) \)
b) If \( t_1 = \tau < 0 \) then \( \mathfrak{F}_r(s, t) = \zeta(st) \mathfrak{F}_r(s, t - \tau) \) weighted with the density function \( w(\tau) \)

leading in this case to the following renewal equation

\[
\begin{align*}
\mathfrak{F}_r(s, t) &= \zeta(st) (1 - W(t)) \\
&\quad + \int_{0}^{t} \zeta(st) w(\tau) \mathfrak{F}_r(s, t - \tau) d\tau \\
&\quad s \in (-\infty, \infty) \quad t > 0
\end{align*}
\]

similar to the one that we obtained in the case of Laplace transform in the Model I.a (12).
Multiplying both sides by $e^{Is \delta_0 t}$ we can write

$$e^{Is \delta_0 t} \zeta_r(s, t) = e^{Is \delta_0 t} \zeta(st)(1 - W(t))$$

$$+ \int_0^t \zeta(s \tau) e^{Is \delta_0 \tau} w(\tau) e^{Is \delta_0 (t - \tau)} \zeta_r(s, t - \tau) d \tau$$

$$s \in (-\infty, \infty) \quad t > 0$$

and finally

$$\zeta_{g^{II}}(s, t) = e^{Is \delta_0 t} \zeta(s \delta)(1 - W(t))$$

$$+ \int_0^t \zeta(s \tau) e^{Is \delta_0 \tau} w(\tau) \zeta_{g^{II}}(s, t - \tau) d \tau$$

$$s \in (-\infty, \infty) \quad t > 0$$

We shall solve the Volterra equations of the second kind of (12) and (14) using Laplace transforms.

Let us define explicitly now the Laplace transform operator:

$$\mathcal{L}[\kappa(x), x, z] = \int_0^\infty e^{-zx} \kappa(x) dx$$

(17)

**Theorem 5** The Laplace transform of $gL^a(t)$, d.f. of the random variable $-ln(V(t))$, $Lg^{I.a}(s, t)$, can be obtained as the inverse Laplace transform of the function

$$\mathcal{L}^{I.a}(s, z) = \frac{\mathcal{L}[\xi(st)(1 - W(t)), t, z]}{1 - \mathcal{L}[\xi(st)w(t), t, z]} \quad z > 0$$

(18)

for a fixed value of $s$

**Proof.** Using the Laplace transform operator (17) in the integral equation (12) over $t$,

$$\mathcal{L}[Lg^{I.a}(s, t), t, z] = \mathcal{L}[\xi(st)(1 - W(t)), t, z]$$

$$+ \mathcal{L}[\xi(st)w(t), t, z] \mathcal{L}[Lg^{I.a}(s, t), t, z]$$

finally

$$\mathcal{L}[Lg^{I.a}(s, t), t, z] = \frac{\mathcal{L}[\xi(st)(1 - W(t)), t, z]}{1 - \mathcal{L}[\xi(st)w(t), t, z]} = \mathcal{L}^{I.a}(s, z)$$
then the Laplace transform using variable t of \( L_{g_{I,a}}(s, t) \) will be \( L^{I,a}(s, z) \).

we can use the inverse Laplace transform in order to obtain

\[
L_{g_{I,a}}(s, t) = \frac{1}{2\pi i} \int_{c-I\infty}^{c+I\infty} e^{-zt} L^{I,a}(s, z) dz
\]  

(19)

where c is a parameter that exceeds the real part of all singularities of \( L^{I,a}(s, z) \).

**Theorem 6** The Fourier transform of \( g_{II}(x) \), d.f. of the random variable \(-\ln(V(t))\), \( \mathcal{F}_{g_{II}}(s, t) \), can be obtained as the inverse Laplace transform of the function

\[
\mathcal{L}^{II}(s, z) = \frac{\mathcal{L} \left[ e^{Is\delta t} \zeta(st)(1 - W(t)), t, z \right]}{1 - \mathcal{L} \left[ e^{Is\delta t} \zeta(st)w(t), t, z \right]} \quad z > 0
\]  

(20)

for a fixed value of s.

**Proof.** Using again the Laplace transform operator (17) in (14)

\[
\mathcal{L} \left[ \mathcal{F}_{g_{II}}(s, t), t, z \right] = \mathcal{L} \left[ e^{Is\delta t} \zeta(st)(1 - W(t)), t, z \right]
\]

\[
+ \mathcal{L} \left[ e^{Is\delta t} \zeta(st)w(t), t, z \right] \mathcal{L} \left[ \mathcal{F}_{g_{II}}(s, t), t, z \right]
\]

leading to

\[
\mathcal{L} \left[ \mathcal{F}_{g_{II}}(s, t), t, z \right] = \frac{\mathcal{L} \left[ e^{Is\delta t} \zeta(st)(1 - W(t)), t, z \right]}{1 - \mathcal{L} \left[ e^{Is\delta t} \zeta(st)w(t), t, z \right]} = \mathcal{L}^{II}(s, z)
\]

we can use again the inverse Laplace transform in order to obtain

\[
\mathcal{F}_{g_{II}}(s, t) = \frac{1}{2\pi i} \int_{c-I\infty}^{c+I\infty} e^{-zt} \mathcal{L}^{II}(s, z) dz
\]

(21)

where c is a parameter that exceeds the real part of all singularities of \( \mathcal{L}^{II}(s, z) \).
4 MOMENTS OF THE DISTRIBUTIONS

In Models I.a and I.b, the moments of the probability distribution of 
\( V(t)(d.f. \ d_t(x)) \) can be expressed using (2) and (4)

\[
E[V(t)]^t = a_t(t) = \int_0^\infty (y)^t d_t(y)dy = \int_0^\infty (e^{-x})^t g_t^{I.a(b)}(x)dx
= \int_0^\infty e^{-ix} g_t^{I.a(b)}(x)dx = L_{g_t^{I.a(b)}}(i, t)
\]  
(22)

and in Model II

\[
E[V(t)]^t = a_t^H(t) = \int_{-\infty}^{+\infty} (y)^t d_t(y)dy = \int_{-\infty}^{+\infty} (e^{-x})^t g_t^H(x)dx
= \int_{-\infty}^{+\infty} e^{-i\frac{x}{t}} g_t^H(x)dx = \mathcal{F}_{g_t^H}\left(-\frac{i}{t}, t\right)
\]  
(23)

The moments can be obtained using analytical solutions or numerical approximations of the inverse Laplace transforms (19) and (21) and (13) in Model I.b. It is obvious that in most cases, analytical inverse Laplace transforms will be hard to obtain and, consequently, numerical techniques must be used.

5 DISTRIBUTION FUNCTION OF V(t)

Let us remember expression (4)

\[
P\{V(t) \leq x\} = 1 - G_t(-\ln(x))
\]

In Models I.a and I.b the functions \( L_{G_t^{I.a}}(s, t) \) and \( L_{G_t^{I.b}}(s, t) \) represent the Laplace transforms of functions \( G_t^{I.a}(x) \) and \( G_t^{I.b}(x) \) respectively. Using expressions (12) and (13) and (11)

\[
L_{G_t^{I.a(b)}}(s, t) = \frac{L_{g_t^{I.a(b)}}(s, t)}{s}
\]

(24)

where \( L_{g_t^{I.a}}(s, t) \) can be obtained from (19) analytical or numerically, and \( L_{g_t^{I.b}}(s, t) \) from (13).
Then inverting Laplace transform again could lead us to analytical expressions or approximations of \( G^{I,a(1,b)}_t(x) \),

\[
G^{I,a(1,b)}_t(x) = \frac{1}{2\pi I} \int_{d-I\infty}^{d+I\infty} e^{-zs} L^{I,a(1,b)}_t(s,t) ds
\]  

(25)

where \( d \) is a number that exceeds the real part of all the singularities of \( L^{I,a(1,b)}_t(s,t) \).

In Model II., \( \mathcal{F}_G^{II}(s,t) \) stands for the Fourier transform of \( G^{II}_t(x) \). Using 16

\[
\mathcal{F}_G^{II}(s,t) = \frac{\mathcal{F}_s^{II}(s,t)}{-Is}
\]  

(26)

where \( \mathcal{F}_s^{II}(s,t) \) can be obtained from (21) analytical or numerically.

Finally, we will use the inverse Fourier transform

\[
G^{II}_t(x) = \frac{1}{2\pi} \int_{-\infty}^{+\infty} e^{-Isx} \mathcal{F}_G^{II}(s,t) ds
\]  

(27)

6 APPLICATIONS TO ASSESSMENT OF ZERO COUPON BONDS

Let us now apply the results obtained above to a zero coupon bond of maturity \( t \). The random variable \( Z \) represents the present value of a zero coupon bond where the actualization factor \( V(t) \) follows the considerations made in the introduction and \( C \) is the due amount (certain) at maturity time \( t \),

\[
Z = C \ V(t)
\]

We should bear in mind that the actualization factor, \( V(t) \), is now a random variable.

It is obvious then that,

\[
E[Z] = C \ E[V(t)]
\]

\[
Var[Z] = C^2 \ Var[V(t)]
\]  

(28)
and the distribution function of the probability distribution of Z can be expressed,

\[ P \{ Z \leq x \} = P \{ V(t) \leq \frac{x}{C} \} = 1 - G_t(-\ln(\frac{x}{C})) \] (29)

using the results of sections 4 and 5 we will be able to obtain approximations to (28) and (29).

7 NUMERICAL ILLUSTRATION

We will now get approximations to the present value of a zero coupon bond with maturity times t=1, t=5 and t=10 and C=1(without any loss of generality). Using (29), we will focus on the calculation of \( D_t(x) \), distribution function of the discount factor \( V(t) \) (t=1, t=5 and t=10), for several values of \( x \) using model I.a. and the following assumptions:

The distributions of the waiting times will be exponential, 

\[ w(x) = \lambda e^{-\lambda x} \quad x > 0 \]

and \( \lambda = 1 \).

The instantaneous rate of payments \( \delta_i \) will follow a Gamma distribution 

\[ f(y) = \frac{a^b}{\Gamma(b)} y^{b-1} e^{-ay} \quad y > 0 \]

with \( a = 1240 \) and \( b = 72 \), then the expected value \( \mu \simeq \ln(1.06) \) and the standard deviation \( \sigma = 0.006 \) and

\[ P \{ \delta_i \in (\ln(1.04), \ln(1.08)) \} \simeq 1 \]

this last expression means that the rate of interest will fluctuate inside the interval (0.04, 0.08) with a probability very close to 1.

The values of \( D_t(x) \) were obtained using the Gaver-Stehfest algorithm twice, first in (19) and (24) getting \( L_{G I.a}(s, t) \) and later in (25) to obtain \( G_{I.b}^{l,b}(x) \) and finally substituting in (4).

With the assumptions made above the integrals used in the calculations have an explicit formula, see for example Gradshteyn and Ryzhik(1994). The Gaver-Stehfest method is a very efficient tool of
inverting Laplace transform under certain conditions of smooth behavior, Davies and Martin (1979). A very simple procedure made in Maple V was implemented to obtain the figures.

\[
\text{c.d.f. of a zero coupon bond with different maturity times}
\]

\[\text{--- t=1} \quad \text{--- t=5} \quad \text{--- t=10}\]

8 CONCLUDING COMMENTS

The approach presented in this work (see expression 1) with random rates of interest \(\delta_i\) that remain fixed during certain waiting times \(t_i\), might be considered more suitable to situations when the stochastic structure of \(\delta(t)\) does not allow continuous changes in \(\delta(t)\) (as it is common in many models used in actuarial literature).

Using simple tools from spectral methods, Laplace and Fourier transforms and simple renewal equations, with Theorems 2 through 6, we found expressions for the moments of the probability function of the discount factor \(V(t)\), (22) and (23), and, subsequently, of the present value of a zero coupon bond.

The possibility of obtaining the distribution functions of the discount factor and, subsequently, of a zero coupon bond of maturity \(t\) using (25), (27) and (29) could make this approach interesting.


